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CERN

• Mandate:
• Push back the frontiers of knowledge

• Develop new technologies for 
accelerators and detectors

• E.g. the Web

• Train scientists and engineers of 
tomorrow

• Unite people from different countries 
and cultures

~2300 staff

~12500 scientific users



Large Hadron Collider

27 km circumference

 10,000 magnets

 1232 19-metre dipoles

 Largest superconductive 

installation in the world

 8000 km super-

conducting cables

 120 t of liquid Helium

Event rate to tape o(100) Hz

(Online filtering)

ATLASLHCb

ALICE
CMS
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ATLAS
ATLAS is one of the 4 main LHC experiments (together with ALICE, CMS and LHCb).

It is a general-purpose detector designed to cover the widest possible range of physics at 

the LHC, from the search for the Higgs boson to supersymmetry (SUSY) and extra 

dimensions. The main feature of the ATLAS detector is its enormous doughnut-shaped 

magnet system. This consists of eight 25-m long superconducting magnet coils, arranged to 

form a cylinder around the beam pipe through the centre of the detector. ATLAS is the 

largest-volume collider-detector ever constructed. The collaboration is the largest among the 

LHC experiments and consists of more than 3000 physicists  (~1000 students) from 171 

institutes in 37 countries (May2013).

Detector: 46 m long, 25 m high and 25 m wide; 7000 t

http://atlas.ch/

Data rate (proton-proton):  ≈ 1GB/s

~ 100 million electronic channels

~ 3 000 km of cables
Part of the ATLAS collaboration 

http://atlas.ch/


Fundamental research
Higher energies 

↔ 
smaller scale

Higher temperature (energy) 

↔ 
Big Bang earlier points in time

Microscopic phenomena 

↔ 
Large-scale structure of the universe
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LEP (CERN)  1989-2000

LHC (CERN)  
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ATLAS data in Run 1 (2011 and 2012)

Data science
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Steady requirements?

M.Krzewicki, E. Lancon et al.,  ECFA HL-LHC Computing Workshop, 2014



Make LHC computing possible

Worldwide infrastructure (collaboration) open to all LHC physicists

Computing/storage resources at CERN: ~ 20%; 80% across about 200 sites worldwide

Data Reconstruction

Goals: data quality and immediate access for analysis

Organised activity dominated by heavy processing and replication (each expt: 1-8 GByte/s)

Data Analysis

Goals: extract physics quantities (discovery)

Individual activities dominated by event selection and sharing (thousands of physicists)

(Detector) simulation

LHC expts

CERN Batch (CPU)CERN Tape infrastructure

CERN Disk farms
FTS

FTS



July 7, 2016 QUESTNet 2016 11

Worldwide LHC Computing Grid

Tier-0: 

data recording, 

reconstruction and 

distribution

Tier-1: permanent 

storage, re-

processing, analysis

Tier-2: Simulation, 

user analysis

~170 sites, 40 countries

~500k CPU cores

500 PB of storage

2+ million jobs/day

Multiple 10-100 Gb links

LCG:

Initial description: 2001

Tech. Design Report: 2005
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CERN data centre (main room)



July 7, 2016 QUESTNet 2016 13

CERN data centre
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LHC Run 1

LHC Run 2

LS1

N.B. Last month LHC 

Recorded 10 PB (in a month!)



EOS
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› EOS: Large disk farms for physics and beyond

▪ Developed at CERN

▪ LHC: PBs for 100s/1000s independent scientists

▪ 200 PB JBOD installed (CERN installations)

› Strategic points

▪ Distill 20+ years of experience data management

▪ Ultra-fast name space

▪ Arbitrary level of data durability: cross-node file 

replication or RAIN on commodity hardware

▪ Optimised protocols
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Our “20-ms-large” computer centre

MGM = NameSpace/Metadata

FST = Disk servers

Autonomic,

Locality,

Disaster recovery/

business continuity
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Linking the CERN Data Centres
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Data Rates during Run2
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1260     

43170 



CERNBox
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Rationale behind cloud storage

• Existing professional usage of 

public cloud storage (Dropbox) at 

CERN

• CERN (IT)

• Harmonically extend our 

service portfolio

• Today users expect:

• Cross-platform, easy 

install and setup (BYOD)

• Modern web interfaces

• Mobile access

• Selected ownCloud as starting point

• Open software

• Data on premise

• General public use and 

deployments in edu/research

• Scale up in size:    interesting 

challenge (leverage on EOS)

• Extend in the use-case phase 

space:    innovation
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Access Methods: Sync
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Access Methods: Sharing
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Access Methods: Mobile & Web
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Access Methods: WebDAV



Access Methods: FUSE
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Optimised access

Embedded ROOT viewer 

in CERNBox browser



EOSUSER/CERNBox Numbers

Users 5612

# files 83 Million

# dirs 11 Million

Quota 1TB/user

Used Space 173 TB

Deployed 

Space
1.3 PB

EOS offers “virtually unlimited” cloud-storage for our end-users

PhysicistsEngineers

Services & 

Administration

20% 60% 20%

NB: all batch is Linux
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EOS/CERNBox HTTP Operations

CERN 

end-of-the-year

closure

Weekly Cycles

Weekends

Some Peak 

Requests

at 1.1kHz
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Dec 2015: Geolocation Active Users

Background © OpenStreetMap & contributors; image available under CC-BY-SA
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Collaborations



CERN data at your fingertips
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More EOS deployments: “Exploring the 300 ms region”…

ASGC

AARNET

CERN

AARNET

collaboration

D. Jericho (AARNET),L. Mascetti (CERN), 

Asa Hsu (ASGC Taipei) 
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Seattle
Ann Arbor

Sydney
Camberra

Melbourne

Taipei

Beijing

London

Geneva Budapest

R&D - EOS World-Wide Deployment

Network data path

- Streaming performance: OK

- Possible problems in case of packet drops (tcp window)

- TCP settings could be optimised

- Latency in read hidden by the read-only NS

- Latency in write to contact the read-write NS



JRC collaboration

A. Burger and P.Soille (presented at the CS3 conference in Zurich – Jan 2016: cs3.ethz.ch)
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Thanks to Mauro Arcorace, members of UNITAR/UNOSAT and CIMA foundation for the material provided

• Enable non-experts to easily use CERN Storage resources

• Powerful integration with the batch system

• Simple to share result with collaborators



EOS and COMTRADE

• Streamline EOS
• More platforms

• More “generic” installations

• Remove CERN dependencies

• More documentation

• Collaboration with Comtrade
• 24-month project (started in July 2015)

• http://storage.comtrade.com

• Company based in Serbia

• Technology interest

• Support opportunity for EOS

• N.B. EOS is open software

http://storage.comtrade.com/
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Interconnected Private Clouds for Universities and Researchers
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CS3 in ETH  Zurich (Jan 2016):

90 participants

40 institutions

33 contributions

16 countries

See you at the 3rd CS3 in Amsterdam!

https://cs3.surfsara.nl

2017
January

CS3 Workshops
Cloud Services for Synchronisation and Sharing
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Novel applications?
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Notebook analysis

SWAN project
with CERN Physics Department

ROOT is the CERN data analysis framework: http://root.cern.ch
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Full ecosystem with 

CERN 

tools/initiatives

like INDICO 

(collaborative 

meeting), Zenodo

(publication) and 

OpenData (public 

acces to scientific 

data)

e.g. http://nbviewer.jupyter.org/github/dpiparo/swanExamples/blob/master/notebooks/CMSDimuon_py.ipynb
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Summary
• Solid foundations

• 200 PB LHC disk infrastructure

• Steadily growing!

• Data management experience in 

innovation and service provision

• Cloud storage enables new use cases

• and new ways to work and to collaborate

• CERNBox/EOS

• Home for innovative applications

• CS3 workshop: visit cs3.ethz.ch 
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